\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Layer (type) Output Shape Param #

=================================================================

dense\_221 (Dense) (None, 75) 750

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

dense\_222 (Dense) (None, 15) 1140

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

dense\_223 (Dense) (None, 1) 16

=================================================================

Total params: 1,906

Trainable params: 1,906

Non-trainable params: 0

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Epoch 1/5

1749/1749 - 13s - loss: 7.9817e-04 - mse: 7.9817e-04 - mae: 0.0161

Epoch 2/5

1749/1749 - 13s - loss: 4.5745e-04 - mse: 4.5745e-04 - mae: 0.0144

Epoch 3/5

1749/1749 - 12s - loss: 4.5642e-04 - mse: 4.5642e-04 - mae: 0.0143

Epoch 4/5

1749/1749 - 12s - loss: 4.5640e-04 - mse: 4.5640e-04 - mae: 0.0144

Epoch 5/5

1749/1749 - 13s - loss: 4.5497e-04 - mse: 4.5497e-04 - mae: 0.0143

Time required for training: 0:07:40.698861